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We find:
1. block-like similarity structure suggesting two main processing steps.

2. that pruning up to 45% of the layers of transformer-based speech 
representation models can be done with low performance drop. 

3. importance of both similarity blocks to maintain performance.

4. that mimicking layers maintain 95% of original performance while 
reducing inference time by up to 87%.
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Pruning the transformer by heuristics

Notation

Representations of the speech transformer at layers i and j are denoted:

The general architecture of a transformer-based speech representation 
models with a word classification output layer:

➢ Transformer-based speech representation models perform well but 
are computationally demanding, limiting their on-device applications.

➢ Recent studies on LLMs and speech models [1, 2, 3, 4, 5] reveal 
redundancy of transformer layers.

➢ Reducing computational requirements allows for efficient inference 
in resource-constrained environments.

Showing redundancy in speech representation 
models through similarity analyses, pruning and 
mimicking selected layers.
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Our contribution

Similarity analysis of transformer-stack 
representations using three metrics:

Cosine and kNN similarities are used for 
block-influence pruning heuristic [1, 6]:

Layerwise similarity analysis

Linear or Transformer-type layers

Mimicking networks learn to reproduce selected 
latent representations.
➢ Step 1: mimicking phase using MSE loss
➢ Step 2: adaption phase using fine-tuning (NLL) loss. Non-mimicker models only learn with NLL loss.


